Innovative Networking/Video
Transport: Who's Checking?

Now that We've Moved the Encoder to the Cloud...
Where Does it Make the Most Sense
to Do the Monitoring/Alerting?
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What We'll Present

2

e The Problem: Lack of Cloud Vendor Provided Stream Metrics/Analysis in
Cloud Based Encoders

e The Solution: A Dedicated IP/TS Probe Image/VM to Place Next to Your
Cloud Based Encoder, Wherever That May Be, Whichever Cloud Vendor,
Whoever the Encoder Vendor

e Detalils:

o What You Can Measure

o Where You Can Measure and How to Monitor
o  Where You Can Test

o CAPEX vs. OPEX Strategies
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Everybody's Moving Their Encoder to the Cloud...

e Cloud based encoding is part of a group of
applications growing so fast they now have
their own category name and sub- ~
categories—Cloud-Based Throughput-Oriented TS
Applications, Public and Private. (Source: ABI
Research).

e “the use of cloud services to store a large o°
amount of data” is one of the “major factors <
driving the growth of the video encoder
market.” (Source: Markets and Markets).
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Cloud Vendors’ Default/Built-in Encoders are Basic

e They usually aren’t meant to do much more than simple rtp to his
e Typically their analysis tools monitor virtual CPU load and network metrics...
not stream quality metrics, not content errors... ' '

o  Connection Count by Protocol

Bandwidth In

Bandwidth Out

Total Connection Count

Bandwidth In

Bandwidth Out

CPU Usage of the (vendor shall remain nameless) Streaming Engine server
Heap Usage of the (vendor shall remain nameless) Streaming Engine server
Total Memory Used

Total Disk Used across all drives

Cloud Vendor Metrics

What Could That Miss?

As Huge a Problem as No Audio!

With a Probe Window as Below, the Two Green Bars Immediately Indicate Video and Audio are Present

O O O 0o 0o O o o o O o o o




Why Would That Be?

e The Major Cloud Vendors Sell Slices of Tangibles/Measurables: CPU,
Storage and Bandwidth and/or Shared Versions of Already Produced
Software (MS Office 365, for example)

e |n Other Words, Amazon and Microsoft Aren’t in the Encoder Business. It's an
Extra For Them

e (Google Could Probably Own the Cloud Encoding Business Given its
YouTube Base... but That Wouldn’t Help Them Sell More Ads!)

/A Azure azon EC2 '-)

We services Google Cloud Platform "

VICES FORUM



S0, No One-Stop Shopping?

e No, Not Really, But That May Not Be a Bad Thing

o  We Will Outline the Different Types of Vendor Services in a Non-Competitive Way
o You Can Figure Out Your Company’s Needs as a Content Provider a la Carte

e What We Can and Will Do Here Today is Show You How You Can
Measure and Monitor Your Cloud Based Video Streams... in a Manner
Consistent With Structured Data

N,
A%
" |
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So, Who, If Not the Major Cloud Vendors?

e Cloud Based Services e.g., JWPlayer

@)

(@)

You won'’t find an image in the Azure or AWS markets, but they have their own cloud.
You contract them as a service not as your cloud based NOC replacement. (Not that
there's anything wrong with that, as Jerry Seinfeld would say).

Interesting approach to analyics: demographic and economic oriented. (Note: we can
identify other player based vendors: BitMovin is similar; TheoPlayer a little different)
They have marvelous tools that show feedback from the end user players.

Typically used for VOD content providers. You make a custom agreement providing
for storage, CDN distribution, custom javascript coding for the user behaviors you want to
know about, etc.

But that means if you’re storing everything else in the Amazon or Azure clouds (remember
the quote about storage driving growth), you now have two storage providers, two OpEx

payments. _
A
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Demographic/Economic Analytics

Segmentation nugust 25, 2017 - eptemeer 1,207 [[ES

" Build 3 Report
@ METRIC Ad Complates v w v
o DIMENSION Device v
FILTER v . . -
s Analytics Overview AUG 25 2017 sep12017 |

PLAYS VS AD IMPRESSIONS PLAYS VS COMPLETES PLAYS VS EMBEDS
RUN REPORT

Chart

234,003,629 .

COMPLETES
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Demographic Analytics
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HLS test stream with our video player - Mozilla Firefox

») HLS test stream withour X | +

<= C o ® © inspectstream.theople 67% o @ L N @D =
C . o~ e )
N O n - O l ltl I I l | O l | S P THEOpayer SOLUTIONS ~ INSIGHTS  LKENSING  DEMOZONE  DEVELOPERS REQUEST A DEMO.

Y
- tool for HLS Beta

Q [}
I I a I S I S I O O I You don't know why your stream isn't working? Insert your URL and test the stream
problems that might be present.

—“imaster.m3u8

bt —
VALIDATE

e Perfunctory Stream Analysis,
But it may be enough for pl -
many.

e For Stored Streams... Not for
Live Streams.

+ No stream could be played at 3G connection speed

+ Segments should start with a key frame

+ Successive PTS timestamps should be in sync with each other
Master playlist
Test results media playlist

Streams

+ 5879 Kbps/sec 1280x720

INSIGHTS  DEVELOPERS ~ CONTACT  GETSTARTED

P THEODayver TERMS  SOLUTIONS

THEO Technalogies NV
1B Kolonel Begaultlaan, 3rd floor Leuven 3012, Belgium (HQ)
1 0 1177 Avenue of the Americas, 7th floor New York, NY 10036, USA VIDEO SERVICES FORUM
620 Davis Street. San Francisco. CA 94111, USA



There ARE Additional MarketPlace Images

e Example: Wowza via Azure s
) T
o Easy toinstall. ==
o But if you want stream quality metrics, e
you'll still probably have to buy an add-in. -
(Wowza does include an API to work with .- ol
Google Analytics, for demographic PR
analysis.)
o Still, it's All on Azure; Though With Two
Vendors Expect Your OpEXx 1o Increase.
Microsoft
Azure + S

11
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But Without Stream Metrics, What Could be Missed?

e As Important a Problem as No Audio!

.. -4 —- TSReader Professional 2.8.
File Zxport View Record Playback Forward Plugins  Settings  Help

5 B FMIT PID 0x0042 - Progr. 1
With a Stream Probe Window as Below, the e
mAES PID 0x0044

Two Green Bars Immediately Indicate Video .

e -
and Audio are Present S
BWES PID 010045 |

z

@JrcrPiD 0x0045 ey
e Es pIp onoias Active PIDs = ed T |Sort Decendng & Soilby Rate C Sotby FID

- N

BIES PID 00045 T 00044 8.73% ~ 139.33 Kbps) *306
5 0:0042 ©.45% ~ 7.24 Kbps) *75

| | | 0s0000 i 45% Kbps) *75

MPEG-2 Stati

—

K]

Tuner: 228.1.2.3:64403

Source IP: 162.247.59.233:43677

If Your Stream is a Live Stream, You Can’t

Be Sure From One Minute to Next That a
Technical Problem Won'’t Be Present at the
Source. o

a
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What Other Important Problems Could be Missed?

e As Nasty a Problem as Jitter in the Source

In this Monitor Window, Program Clock
Register Errors Could Indicate Playback
Errors Such as jitter

13

Date/Time [ Event

-

1/31/20194.04.33PM 2.3 FCR_enrer: Time interval between two conseculive PCR values more than 40 ms (00.. —
173172019 4.0433PM 1.4 Continuity_count_etror: Incorrect packet order 0000 0042 0044

143172019 4:04:32PM 2.3 PCR_ewror: Time interval between two consecutive PCR values more than 40 ms (00...
173172019 4.0432PM 1.4 Continuity_count_error: Incorrect packet order 0000 0042 0044

143172019 4:04:30PM 2.3 PCR_enror: Time irterval between two consecutive PCR values more than 40 ms (00...
143172019 4:04:30PM  1.4: Continuity_count_emor: Incorrect packet order 0000 0042 0044

1/31/2019 40429 PM 2.3 PCR_enor: Time interval between two consecutive PCR values more than 40 ms (00.
143172019 4.04:29PM 1.5 PMT_error: Sections with table_id 0x02, do not occur at least every 0.5 seconds
173172019 40429 PM 1.4 Conlinuity_count_error: Incorect packet order 0000 0042 0044 ;l

- Priority 1
1.1 TS sync loss . 1.2 Sync byte error

. 1.5PMT eror

1.6 PID error

1.3PAT enor . 1.4 Continuity

count erfor
. PID rate error

- Priority

. 21 Transport error . 2.2 CRC eror
25PTS ermor . 2.6 CAT ermor

2.4 PCR accuracy
efmor

. 2.3PCR ermor

[~ Pricrity 3

31 NIT enor 3.2 5| repetition eror

- 355DT emor . 36EIT eror

3.9 Empty bulfer error 310 Data delay error

3.3 Buffer error 3.4 Unreferenced
PID

. 37RST ermor - 38TDT eror
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What Else Could be Missed?

e It Would Certainly Miss Non-fatal Source Discontinuities...

o Say, did I just/blink or

AL 1821 1w e 160 1% 1en 18:21 1% e e
14 Tims VIDEO SERVICES FORUM




What Else Could Be Missed?

e To sum up: Almost any Video or Audio
Problem that Might be Due to an Error in
the Source Stream Itself—and Which
Would Probably be:

o Visible to Your Viewers

o Visible in a Simple CPU or Network
Measurement... But Only Afterwards

o Visible in a Probe/Analysis of the Stream lItself

o Visible in a Demographics/Commerce Oriented
Analysis View... But Only After You've Lost Many
Viewers

_\_\
7

Buffering...
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Is This an Innate Problem In Cloud Encoding?

16

Not at All—But it May Indicate a Strategic Weakness: Cloud Vendor Based
Encoders Appear to ASSUME that the Source Content is PERFECT

Given the Usual (basic price) Cloud Based Encoder Options are ONLY
PassThrough or One-Size-Fits-All Transcoding, Why Wo ey NOT Want
to Assume The Source Stream is Perfect?
You Can Find a Service... But it's a Service, Not Ypur Piece of the
You're Probably Looking at Increased OPEX il
You Can Find Some Images... t
But do they Have the Metrics You Want? Again Increased OPEX
So Do We Need More Options? YES.

loud, So

/1
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First Let's Determine What We Need

17

e Live Streaming Is Different.

@)

o O O O

(@)

Need to Check Continuity

Need to Check Audio

Need to Alert on Minor Issues That Your Experience Shows Are Indicators of Imminent Failure
Visuals Are Good; in fact, a Video Wall is Essential.

Need to Ignore Certain Problems Unique to a Particular Stream But Which Experience Shows
Can be Safely Ignored

Need to Know WHERE the Problem Is... Is it In the Source? Only After the Encoder?
Therefore Probe/Analysis Should Ideally be at a Place Where Encoder and Incoming Stream
Meet, ideally, in a VM Image in the Same Subnet or Region in the Cloud

LIVE
RSTREAMINGY

o 18 /
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Cost Considerations

e Reasonable Cost

o First We Need a Probe That Fits Inside a Linux VM
Because That’s The Cheapest Cloud Option

o We Want to Limit It to Just One More VM to
Provision, Though It May Need a Fair Amount of
Processing Power to Provide a Video Wall.

o We Want to Remember to use the Same Cloud
Vendor Region as the Encoder for Lower Bandwidth
Charges. (Assuming Your Cloud, Like Most Big
Cloud Vendors Does Not Charge for Incoming
Bytes, or Bytes Within the Region)

18
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What We Did

e \We Utilize a Probe That Fits Inside a Linux VM: in our case, we

have a Windows Based One. We Run it Using "wine". —
o  Which believe it or not, gives us several advantages: /
o We can start with a pristine environment, taken from a read only image, any ®

time we start our daemon. As if we have a virgin copy of Windows every time!
o Host VM can “take down” this environment like a normal daemon without
affecting anything.
Completely passive monitoring that cannot affect the encoder process.
o [Easy to create multiple probes to monitor additional streams, or the same
stream at different points in its “lifetime” or “grooming” stages.

e Then We Made It Highly Accessible, but Securely, via RDP,
Which is a Fairly Lightweight Protocol (when not using vnc).

VIDEO SERVICES FORUM
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Portability

e Cloud Agnostic: We Made It Highly Portable, With Images for Azure and
Amazon Marketplaces, and VMs for VMWare. If You Can'’t Figure Out How
To Stick This Near Your Encoder, You're Not Thinking Very Hard.

e One Time License: The Only OpEx Costs May Be Outbound Bandwidth to
Reach Your Monitoring Personnel

/A Azure | azon

we services™

EC2 vmware
" .
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Probes Main Window Example

e There's a Lot of Data Behind That Window, Which We Will Explore

(2 Default -- TReader Professional 2.8.46f - o x
File Export View Record Playback Forward Plugins Settings Help
=-a1l) PAT PID 0x0000 PAT Yersion Number: 17 Video Decode

~ 48l PMT PID 040042 - Program 1 Transport Stieam ID: 25581 [0x63ed)

48 ES PID 0x0044

@ PCr PD 000 PMT PID 66 [0x0042) - Program 1
.

Active PIDs

[[] Disabled [] Sot Decending @ Sort by Rate (O Soit by PID
00044 (99.77% - 610 Mbps)

0x0042 (0.11% = 6.99 Kbps)
0x0000 (0.11% ~ 6.98 Kbps)

General Information © MPEG-2 Statistics
e : Unicast UDP
Tuner; Port 31113

rofile: Default
Network Typ: [

21



The What and Why of It

22

e \What can we see in these probes that we can'’t see in the cloud vendors’ tools
view? Metrics as a strategic approach to “preventative” stream health:

(@)

o O O O

Error counters as advanced early warning system
Drill down table analysis to identify fatal errors so that they can be corrected -
Logging... to provide a clue as to when the problem started
Access to raw data in a structured (mysql) manner | J\Og"
For Instance... “ad

m Sync Issues

m  Continuity Count

m PID Error

m PCR Errors

m  Other Minor Errors

Graphs and visual aids for the boss "

VIDEO SERVICES FORUM



Sync Issues
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e You can usually see a sync byte
error or two prior to complete sync
loss especially in a live stream

e Monitor (right) shows yellow
(warn) for sync loss. It failed soon
after. (Note: the PMT and PCR
errors are related to each other,
and not fatal).

Stream Monitor: 229.1.2.3:64403

- X

Settings... I

Date/Time | Event

B

1/21/2019 8:38:38 PM  2.3: PCR_enor: Time interval between two consecutive PCR values more than 100 ms (0...
1/21/2019 838:08 PM  2.3: PCR_enor: Time interval between two conseculive PCR values more than 100 ms (0... —
1/21/20198:38:08PM  1.5: PMT_error: Sections with table_id 0202, do not occur at least every 0.5 seconds
172172019 8:38:08 PM  1.4: Continuity_count_error: Incorrect packet order 0000 0042 0044 0045

172172019 8:38:00 PM  1.1: TS_sunc_loss: Loss of synchronization with consideration of husteresis parameters
1/21/200198.37:38PM  2.3: PCR_enor: Time interval between two consecutive PCR values more than 100 ms (0...
172172019 83417 PM  2.3: PCR_enor: Time interval between two consecutive PCR values more than 100 ms (0...
172172019 8:33:47 PM  2.3: PCR_enor: Time interval between two consecutive PCR values more than 100 ms (0...
1/21/2019 8:33:47 PM 1.5 PMT_error: Sections with table_id 0x02, do not occur at least every 0.5 seconds :]

~Priority 1

I_ 1.1 TS sync loss - 1.2 Sunc byte eror
1.5 PMT error 1.6 PID error

- 1.3 PAT error
. PID rate error

1.4 Continuity
count error

P,

<

. 2.1 Transport ertor . 2.2 CRC error
s 2.5 PTS error . 2.6 CAT eror

2.3 PCR eror

i 24 PCR accuracy
efror

Prioity 3
31 NIT error

3.2 Sl repetition error

- 355DT eror - 36EIT enor

3.9 Empty buffer error 3.10 Data delay ermor

3.3 Bulffer error

- 3.7RST eror

3.4 Unreferenced

PID
. 38 TDT ermor

VIDEO SERVICES FORUM



Continuity Count
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e You're not likely to see an
indication of minor network errors
such as out-of-order packets on

the cloud vendor control panels...

but this will usually provide such
an indication (in this case, yellow;
similar to previous, without the
sync error)

Stream Monitor: 229.1.2.3:64404

Cose | Con |

Date/Time | Event

1/21/20198:38:52PM  2.3: PCR_eror: Time interval between two consecutive PCR values more than 100 ms (0... _
1/21/20198:38:35PM  2.3: PCR_eror: Time interval between two consecutive PCR values more than 100 ms (0...
1/21/2019 83811 PM  2.3: PCR_error: Time interval between two consecutive PCR values more than 100 ms (0...
1/21/20198:36:18PM  2.3: PCR_error: Time interval between two consecutive PCR values more than 100 ms (0...
1/21/20198:36:14 PM  2.3: PCR_error: Time interval between two consecutive PCR values more than 100 ms (0.
1/21/2019 8:36:14 PM 1.5 PMT_error: Sections with table_id 0202, do not occur at least every 0.5 seconds
1/21/20198:36:10PM  2.3; PCR_error: Time interval between two consecutive PCR values more than 100 ms (0...
17212019 8:36:10 PM  1.4: Continuity_count_error: Incorect packet order 0000 0042 0044 0045
1/21/20198:36:05PM  2.3: PCR_error: Time interval between two consecutive PCR values more than 100 ms (0... ;I

~Priority 1

- 1.1 TS sunc loss . 1.2 Sync bute eror

1.6 PID enor

. 1.3 PAT eror
. PID rate eror

1.4 Continuity
count erfor

25PTS ermor - 2.6 CAT error

| 2.3PCR error

2.4 PCR accuracy
error

3.1 NIT error 3.2 Sl repetition ermor

355DT error . 3.6EIT error

3.9 Empty buffer error 3.10 Data delay error

3.3 Buffer error

. 3.7RST error

3.4 Unreferenced
PID
. 3.8 TDT eror

/ JVSF
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PCR Errors
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e Both streams at right are possibly
losing sync... but some streams
behave differently than others.

e One has to “learn” the character of
the stream during a setup period
and set an allowable range, stream
by stream, for alerting.

e Top stream visibly bad; but the
bottom (a real live stream we know
intimately) can go on like that for
weeks and weeks!

Stream Monitor: 229.1.2.3:64401

o | o |
Date/Time | Event | «]
1/21720198:40:13PM 1.5 PMT _enmor: Sections with table_id 0x02, do not occur at least every 0.5 seconds I
1421729 84012PM 2.3 PCR_enror: Time interval between two consecutive PCR values more than 100 ms (0..,
172172019 8:40:12PM  1.4: Continuity_count_enor: Incomect packet order 0044 0045

1421721983855 PM 2.3 PCR_enror: Time interval between two consecutive PCR values more than 100 ms (0...

17217219 8:3255 PM 1.5 PMT _error: Sections with table_id 0x02, do not occur at least every 0.5 seconds
12172019 8:3855PM  1.4: Continuity_count_enor: Inconect packet order 0044 0045
1/21720198:37.39PM 1.5 PMT_enor: Sections with table_id 0x02, do not occur at least every 0.5 seconds
1/21/20198:37.38PM 2.3 PCR_error: Time interval between two consecutive PCR values more than 100 ms (0...
172172019 8:37.38PM 1.4 Continuity_count_enor: Incorect packet order 0044 0045 ﬂ
(~Piirity 1
1.1 TS sync loss 1.2 Sunc bute error 1.3PAT emor 1.4 Continuity
count error

. 1.5PMT enor

[ Priority 2

. 21 Transport error - 2.2CRC eror
25PTS error . 26 CAT error

325l repetition error

- 36EIT enor

310 Data delay eror

. PID rate error
. 2.3PCR ermor

2.4 PCR accuacy
o

[~ Prioity 3
3TNIT emor

. 355DT enor

3.9 Empty buifer error

3.3 Buffer error . 24 Unreferenced
FID

. 3.7RST ermor . 387DT enor

Stream Monitor: 229.1.2.3:

Date/Time | Event =
12172019 839.22PM 2.3 PCR_eiror: Time interval between two conseculive PCR values more than 100 ms (0. —
1/21/2019 8:39:19PM 2.3 PCR_enor: Time interval between two consecutive PCR values more than 100 me (0...
172172019 8:3%:15PM  2.3: PCR_enor: Time interval between two conseculive PCR values more than 100 ms (0...
172172012 837.54 PM 2.3 PCR_enor. Time interval between two conseculive PCR values more than 100 ms (0.,
1/21/2019 8:37:52PM  2.3: PCR_enor: Time interval between two consecutive PCR values more than 100 ms (0...
172172019 8:37:50PM  2.3: PCR_emor: Time interval between two consecutive PCR values more than 100 ms (0...
1/21/2019 837:48PM 2.3 PCR_enor: Time interval between two consecutive PCR values more than 100 ms (0.
172172019 8:37:46 PM 2.3 PCR_enor: Time interval between two consecutive PCR values more than 100 ms (0...
1/21/20198:37:44PM 2.3 PCR_enor: Time interval between two consecutive PCR values more than 100 ms (0... =

1~ Priority 1

1.3PAT emor 1.4 Continuity

1.1 TS sunc loss 1.2 Sunc bute emor
count error

1.5 PMT enor 6 PID emor . PID rate error
~ Priority 2
. 2.1 Transport enor F 23PCR enor

25PTS emor

2.2 CRC error

. 2.6 CAT enor

3.2 5l repetition ermor

. 36EIT ermor

310 Data delay eror

24 PCR accuiacy
ermor

31 NIT emor

. 355DT eror

3.3 Buffer eror 2.4 Unreferenced
PID

. 3.7 RST enor . 38TDT eror
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Logging

26

Time stamps can lead to identification of problems quickly if you know what
time the product started

Access to this level of details is essential; any sysadmin will tell you that the
least sexy but most important things are logs.

We'll show you what we did with this later. p“



Strategic Alerting

e You Need a Hierarchy of Alerts and Alerted

Personnel
o Big Bosses Get Alerted at Complete Failure
Situations:

“The Barn is On Fire”
o Middle Managers Get Alerted at the Start of the
Emergency:
“I Smell Smoke in this Barn”
o NOC Folk Get Alerted at Everything:
“That Cow’s Getting Close to That Kerosene Lamp”
O  Note: Screen Shot of Stream Check from a KVM VM

27
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Notes: Machine Learning as it Relates to Monitoring

e How much can Al be depended on to learn?

e As mentioned, streams vary to a great
degree. Certain errors as measured by
metrics in one source may be tolerated to a
much greater degree than in another.

e What machine learning can do is to establish
base minimums and maximums during a %

setup period, establishing a
“recommendation” so that alerting can be
triggered below or above those levels.

28 VIDEO SERVICES FORUM



How To Implement Machine Aided Monitoring

e Since alerts have minimum/maximum triggers, if we
keep a log with every single error for a period of say,

24 hours, and if we say that the stream quality was =552
acceptable in that period, we’ve got minimum and = =
maximum values for as many metrics as we've e
logged. It's a matter of query the log, and output to a = == ——

config file.

29 VIDEO SERVICES FORUM



How Far Can We Go With It for QA?

30

Since the probe knows when the stream goes down, we could conceivably
grep backwards from any stop event and change a max or min level (though
we haven’t implemented this).

Likewise, if monitoring personnel “approve” performance for say, the last 24
hours, the machine could “loosen” the min and max levels.

Since we already have scripting present to restart the stream when _,.
the monitor in the DVEO encoder detects a major problem, e =g’
we could implement an APl in the cloud monitoring VM = R EREL Y '
to similarly research and create a new rule based on

the moment the DVEO encoder detected the error. Yo
Note: we're also providing the DVEO encoder for Amazon and Azure clouds. "

VIDEO SERVICES FORUM



Real World Testing

e We senta (1) our “fickle” desert camera
stream, plus (2) a recorded stream with
known errors to a media encoder in our
own cloud, from which HTTP/TS and udp
were monitored through our cloud Stream
Check

e \We sent them through our Network
Emulator in the lab, out to the cloud and
through our Stream Check

e See Layout Next Page

31
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/,,——’" ‘_“\'\
— e,
= /// rdp and e
- . o HTTP Transport Stream —_—
esting Layo istratent
S
Ce] udp Stream S

Virtual Machine
Media Server Image

HLS over
Greenfield IPs

Netwo

Virtual Machi
Stream Check Image

Duplicate rtp Stream

DVEO Encoder
udp

Monitoring
Personnel
(who can be anywhere now)

k Emulator

udp Florida

plus DVEO Ef

Duplicate udp Streams

rtp
v~Q

VLC media player

Media Playback Audio Video Subtitle Tools View Help

DVEO|Dozer

The Desert...

32

Desert Live Soure (rtp)

coder
udp

Another Video Source
with Known Errors

7
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Network Emulator View

e Left: bypass mode; Right: dropped random packets 2%

(to help you can visualize what you’ll be seeing in the probes and data).
m_l m — va-.-.m Py
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Probe Window

e Main Window, Before Introducing Errors
e We'll be Using the Log Windows to See the Actual Errors Once We Introduce

Them With the Network Emulator

B Default -- TSReader Professional 2.8.46¢
File Export View Record Playback Forward Plugins Settings Help

] PAT PID 0x0000 PAT Version Number. 17 Video Decode
= #4l) PMT PID 040042 - Program 1 Transport Shieam ID: 25581 (063ed)
B ES PID 040044
-P
E Fot BiD Dbt PMT PID 66 (040042} - Program 1

Active PIDs

[ Disabled [ Sort Decending @ Sort by Rate O Sort by PID
ORD044 (9077 < 0:10 Mps) "

0x0042 (0.11% ~ 6,98 Kbps)
0x0000 (0.11% ~ 6.95 Kbps)

General Information MPEG-2 Statistics
Source: Unicast UDP

Tuner: Port31113

Profile: Default

Network Type: Unknown
un Time: 000:00:26

34



Probe Lights/LogViews

35

e Corrupt a few Packets...

Stream Monitor

| Close |

| Seflings...

Date/Time

2/14/2019 1:42:40 PM
241472019 1:42:36 PM
241472019 1:42:35 PM
2/14/20191:42:34 PM
241472019 1:42:33 PM
2/14/2019 1:42:33 PM
2/14/20191:42:33 PM

Event

1.4: Continuity_count_error: Incorrect packet order 0044

1.5: PMT_error: Sections with table_id 0x02, do not occur at least every ...
1.4: Continuity_count_error: Incorrect packet order 0000 0042 0044

1.4: Continuity_count_error: Incorrect packet order 0000 0042 0044

2.3: PCR_enor: Time interval between two consecutive PCR values mor...
1.5: PMT_error: Sections with table_id 0202, do not occur at least every ...
1.4: Continuity_count_error: Incorrect packet order 0000 0042 0044

Priority 1

1.1 TS sync
loss
1.5 PMT eor

Priority 2

2.1 Transport
error

5PTS error

Priority 3

. 3.1 NIT ermor
. 355DT eror

9 Empty
buffer emor

1.4 Continuity
count efror

1.2 Sync byte 1.3 PAT ernor
eror

1.6 PID eror

. 2.2 CRC eror 2.3PCR eror

. 2.6 CAT emmor

2 S| repetition

aCCuracy emnor

3 Buffer ernror 34Un-
referenced PID
- 3.7RST eror . 387TDT emor

10Data
eImror

7
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Probe Lights/LogViews

36

e Remove Corruption, Add a

Touch of Jitter...

Stream Monitor

| Close |

= X

| Seftings... |

Date/Time

2/14/20191:25:41...
2/14/20191:25:40...
2/14/20191:23:53...
2/14/20191:23.53...
2/14/20191:22:39...
2/14/20191:13:20...
<

Event

~

2.3 PCR_error: Time interval between two consecutive PCR values more than 40
2.3: PCR_enor: Time interval between two consecutive PCR values more than 40
2.3: PCA_ermor: Time interval between two consecutive PCR values more than 40
1.5: PMT_emor: Sections with table_id 0x02. do not occur at least every 0.5 secor
2.3 PCR_enror: Time interval between two consecutive PCR values more than 40
2.3 PCR_enror: Time interval between two consecutive PCR values more than 40

>

Priority 1

1.1 TS sync
loss
1.5 PMT error

Priority 2

2.1 Transport
error

25PTS emor

Priority 3

. 3.1 NIT error
. 355DT emor

mpty
butter ermor

1.2 Sync byte
efor

1.6 PID error

. 2.2 CRC emor
- 2.6 CAT error

S| repetition

. 36 EIT enor

10 Data

delay error

. 2.3PCR emnor

1.3 PAT ermor 1.4 Continuity
count enor

uracy enor

3.3 Buffer error 3.4 Un-
referenced PID
. 37RST enor . 3.8TDT error

7
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Probe Lights/LogViews
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e Add More Jitter and a Few
Dropped Packets...

Stream Monitor G x
_ Close | Settings.. |
~

Date/Time

2/14/2018 1:27:43...
2/14/20191:27:42...
2/14/20181:25:41 .
2/14/2019 1:25:40...
2/14/20191:2353..
2/14/2019 1:23:53...

Event

2.3: PCR_enor: Time interval between two consecutive PCR values more than 40
1.5: PMT_error: Sections with table_id 0x02, do not occur at least every 0.5 secor
2.3 PCR_enor: Time interval between two consecutive PCR values more than 40
2.3: PCR_enor: Time interval between two consecutive PCR values more than 40
2.3: PCR_enor: Time interval between two consecutive PCR values more than 40
1.5: PMT_error: Sections with table_id 0x02, do not occur at least every 0.5 secor

< >
Priarity 1
1.1 TS sync 1.2 Sync byte 1.3 PAT enor 1.4 Continuity
loss erfor count error
. 1.5 PMT error 1.6 PID error
Priatity 2
2.1 Transport 2.2 CRC error 2.3 PCR ermor 2.4 PCR
efor curacy emor

5PTS eror

Priority 3

- 3.1 NIT eror
. 355DT eror

3.9 Empty
butfer error

. 2.6 CAT error

S| repetition

. 3BEIT emor

3.3 Buffer error 34Un-
referenced PID
. 3.7RST ermor . 387DT emor

7
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Probe Lights/LogViews
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e Jitter, Corruption, but
no Dropped Packets...

Stream Monitor

X

Cose |
Date/Time Event A
2/14/20191:44:40PM 1.5 PMT_error: Sections with table_id 0x02, do not occur at least every ...
2/14/20191:44.40PM  1.4: Continuity_count_error: Inconect packet order 0000 0042 0044
2/14/20191:43:42PM  2.3: PCR_enor: Time interval between two consecutive PCR values mor...
2/14/20191:43:42PM  1.4: Continuity_count_error: Inconect packet order 0044
2/14/20191:43:41PM  1.4: Continuity_count_error: Incorrect packet order 0044
2/14/20191:43:40PM  2.3: PCR_emor: Time interval between two consecutive PCR values mor...
2/14/20191:43:40PM 1.5 PMT_eror: Sections with table_id 0x02, do not occur at least every ...

Priority 1
1.1 TS sync
loss

. 1.5PMT eror

Priority 2

2.1 Transport
efror

25 PTS enor

Priority 3

. 31 NIT emor
. 355DT ernor

JEmpty

buffer error

1.2 Sync byte
error

1.6 PID eror

. 2.2 CRC ermor
. 2.6 CAT enor

2 Sl repetition

or

- 3BEIT emor

.10 Data
delay error

1.3 PAT ermror 1.4 Continuity
count efror

2.3 PCR enor

3 Buffer emor 34 Un-
referenced PID
. 3.7RST ermor . 3.87TDT emor

7
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Learning So Far

e Different Patterns of Warning Lights for Different Error Conditions

e Though Different Mixes of Error Conditions Could Be Confusing
(let’s face it, in the real world you'll never have just jitter, or just
corruption), Certain Conditions (such as corrupt packets) Appear
to Trip the Same Types of Error Categories

e \We Have TimeStamps in the Log (the text area at the tops of
those windows)

e We Have Specific Error Types Organized by Category of Severity
(Priorities 1,2,3)

e Therefore... We Have Structured Data We Can Capture to a
Database

39
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Database Table Views

If We Let mysql TimeStamp Each Error, Then Summarize by Minute...

%) prod Database\streamcheck\ProbeSummary 1\ - HeidiSQL 10.1.0,5464 - o X
File Edit Search Tools Goto Help
-SRI 8| 2-FhaloeNno0vXh-a-BEnalENe i ©
Ll Database filter L..J Table filter ‘.q 8l Host: 162247.589 |1 Database: streamcheck || Table: ProbeSummary! H Data P Quen” g
I
smi ~| [ 23 MAX(Probestatus1.3 9) AS 3.9, = )
) Prod Database\streamcheck\ProbeErrors1\ - HeidiSQL 10.1.0.5464 - o x 8.5 Mig i mﬁp_mmm“_;,é) etk ~ | 5 [ Columns in Probesum... A
el 155 Mig 25 EROR ProbeStatusl — # > 4 5QL functions
File Edit Search Tools Goto Help "
- e2 145 MiB 26 WHERE ProbeStatusl.TimeStamp < STR_TO_DATE(CONCAT(YEAR(NOW()), '-',MONTH(NOW())," > 2 SOL keywords
PR 2-FialeNHO@vX p-LU-BHiEMS ol i Q 3 145MiB 27 GROUP BY Hinuteha] v | 5 [0 Snippets
() Database fitter L] Table filter | % @ Host: 162247.589 5 Database: streamcheck | Table: Probe€morst 10 Dats [ Queny® 8 jed mig | |< > > ) Query history v
ProbeChanrelinic3  [SSBM (Al streemicheckProberionl 193,339 rows > Net KHShowsll | ¥ Soting ¥ Columnz @/4) @ Fiker s BIME | Resuita1 @4ed 747
ProbeChannelinfod | 100.6 MiE sk Pn ey b B 5 B5SMB |
5 TimeStamp ProbeType  ProbeName ProbeData L MinuteMax i 2] 18] aa| as| 18] ax| zi| z2| 23| 24| Z5| ZE] 31| 8
ProbeChannelinfo’ B 1;’9_02 st ;'4 c;.c- 'm s sy Rises ,. | 35mie 2019-02-10 20:51:00 0 0 o 2 3 1 0 o 0 2 -1 1 [} 0 A
ProbeChannelinfo$ {1025 Mg $ 5 % o = 3.5 M8 2019-02-10 20:52:00 0 0 0 2 2 4 ] o 0 2 4 1 0 0
ProbeChannelinfo?  [=R25 NGB 2019-02-12 06:51:23.020 2.3 xmu 00440, 1061 0045/41.3170 N ol 8 e : : 5 : — . = 5 o = s -
ProbeChannelinfod M ::::::'::x:l n:; :'i :cc:::u S 1.5 MiB 2019-02-10 20:5%:00 0 (] o 2 2 - (] L] 0 ] -1 -1 0 0
2 s b b 3 2019-02-10 21:00:00 0 0 ° 2 2 4 ] 0 [} 2 A -1 0 []
§ ErobeChumndintod. 534018 2019-02-1206:51:43.023 2.3 PCR Error 0045/0. 1061 0044/20.9967 5B
|| ProbeErorsi [ sl et e e 3% 15 M8 2019-02-10 21:01:00 0 0 ° 2 2 4 ] 0 ] 2 4 -1 0 0
m = : " 2019-02-10 21:02:00 0 o 0 2 2 4 o o 0 2 4 -1 0 [
ProbeErrors2 10.5Mi8 2019-02-12 06:52:03.025 23 PCR Error 0044/0. 1061 i 20018
3 2019-02-10 21:03:00 0 0 ° 2 2z 4 0 0 0 2 a4 = 0 0
Frabebrons pede is0a1a06men | L8 Ll B clade- 2019-02-10 21:04:00 [} 0 ° 2 2 4 ] ° [} 2l 4 -1 0 ]
ProbeErmorsd 95 MiB 2019-02-1206:52:05.027 2.3 PCR Error 0045/20.9039 lblePr... it ‘ 8 5 g : ; o 5 5 5 : : 5 5
e EnE e - ot S T
robeErrorsh e = - = blePr... 2019-02-10 21:07:00 0 o 0 2 2 -1 a 0 0 2 1 -1 0 )
T 07 =
ProbePidUsage! 2019-02-12 06:52:25.030 14 €C Countar L ey = 5
. 2019-02-12 06:52:25.031 15 PMT Error ™
RO 2019-02-12 06:52:25.032 23 PCR Error 0045/0.6366 okt
:"’:‘:‘:ﬂ"’: 2019-02-12 06:52:42.033 23 PCR Errer 0045/0.1042 ’I‘-':"' e =
robePidUsag G . treamcheck’ . ProbeSummaryl ; P
s 2019-02-12 06:52:45.034 1 ©C Countes =t amp, substnnLudu(sunstrmL:Mn(x—uoau, *<PMTs><CRC- ERWJRS) + ~:\), </eae- Ennan;» 1) AS PAT_CRC_ERRORs, substring_index(substr
robePidUsage! 2019-02-12 06:52:45.035 2.3 PCR Error D045/0. 1062 0044/41.2047 : O Found rows: 46,233 HWarnings for 1 query:
ProbePidUsage6 2019-02-12 06:52:46.036 15 PMT Error NULL, DATE (CONCAT (YEAR(ProbeStatusl. T:—sn-p) mn(wunestam: u-esta-pj * =, Hour(ProbeStatusl.TimeS
ProbeStatus1 | INTA.ND.97 NEETAT AT 23 PR Erenr ansam 1na Yips: 4,747 Warnings: @ Durotion for 1 query: 8.109 o v
ProbeStatus2 | x  Filter: [Regular expression 27:19(1.1KiB)  (2) Connected: 00:06 T\, MariaDB or MySQL 5.7.21 _ Uptime: 126 days, 05:38 h @sﬂmﬁmzn s Idle.
35 SHOW TABLE STATUS LIKE 'ProbeChannellnfol’; ~
36 SHOW CREATE TABLE °streamcheck . Probefrrorsl’ ;
37 SELECT * FROM "streamcheck™. ProbeErrorsl’ LIMIT 1000;
38 SHOW CREATE TABLE streamcheck” . Probefrrorsl’;
39 SHOW TABLE STATUS LIKE ‘ProbeErrorsl’; 5

1:1

(&) Connected: 00:08 T, MariaDB or MySQL 5.7.21 _ Uptime: 126 days, 05:39 h Q’ Servertime: 233 o Ildle.
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Dashboards

o \We Now
Have the
Data to
Provide
Color
Coded
Real Time
Analysis
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Putting It All Together...

e 4x 1920x1080 Screens Monitoring All Aspects of Stream Life, From the
Cloud. (below is a different installation with six streams, rather than two).

e |f Your Monitoring Personnel Miss An Error, They Won’t Have Much Excuse!

0}

- ey
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e = S e - (1=
A el e == A
= e s - 1 |
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1 |
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Lol ot bl Eoo = = e ) S - ETC ETETT
- o = = | = -
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Could We Do More? Location, Location, Location

e Cloud-based Monitoring Provides Additional Options:

o Check stream health at entry point. For example, since we also
have our Dozer Error Correcting Protocol available for the cloud,
the receiver could multicast the stream to both the monitoring probe
and the encoder at the same time; real-time analyzing the source at
the same time it enters the encoder. (we didn’t do it in this testing °
because our network emulator doesn’t do multicast) o

o Check stream health at encoder exit, even each bitrate/size for
ABR
Check HLS packaged uplink to CDN

o Check CDN “received” stream. (though if it's Azure to Azure CDN
or Amazon to CloudFront this might not be necessary; but it would
be worth a real world test!)

a
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Additional Learning

e |f you manage a stream right with a setup period to
learn how it “behaves” (or “misbehaves”) you can
configure the alert levels just so.

e |f something is seriously wrong, you can’t beat having
a huge amount of information. Between live
measurements, and especially the log, with its
timestamps, you don’t have to be Sherlock Holmes to
find the problem. Just patient.

e A video wall as a first “line of defense” is excellent.
Just make sure to put labels and the audio level
indicators in each!

44




So It's Just Common Sense”?

45

Yes.

If your encoder and distribution system are in the cloud, put
your monitoring alongside it. Besides an immediate reduction in
CAPEX, in the end it may save OPEX — because you've
eliminated transport problems between the cloud encoder and
the monitoring system in your NOC which may create false
positives.

If you can expose all stages of a stream to your probes, it's
more likely you'll identify any problem. You just have to learn
how to identify the time and place where the problem begins.
Which is sometimes quite easy. " ,
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Do | Still Need A NOC for Probe/Monitors?

e Maybe Not. Did You Plan to Get Rid of It?
This Brings Up the CAPEX vs OPEX Issue.

If You Put a Probe in the Cloud:
o Inbound Bandwidth Will Probably be Free, so That’s
a Win
It's Another VM, so That’s an OPEX cost
o It's Going to do a Video Wall, Which Requires

Processing Power, so that's an OPEX cost PP ' T or&ANIE
o That Video Wall Will Also Require Outbound DESULTS  PLANNING DEVELOPMENT
Bandwidth (from the cloud) for Those Who Monitor TEXM TALKS

It, so that's an OPEX cost
o Then There’s The Question of Seeing its Analysis... |
That's what the RDP protocol is for. "
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The Case For Cloud-Embedded Monitoring/Alerting

e Potentially Big Benefits:

o You've placed a probe in your IP stream to count every little error and to make every internal
table transparent. That's debug Information that can help you solve the toughest problems.

o Since your probe is in your cloud, your 24x7 monitoring personnel aren’t tied down to a
specific location or NOC... they can be anywhere with a good dependable connection, which
answers the NOC question.

o If you make intelligent use of cloud
vendors’ regions, you can place the
monitor practically on top of your
encoder and monitor multiple points
in the stream’s lifetime.
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End

e Thank you.

)
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